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Motivation
The law is reason free from passion—but you’ll have to dig through hundreds of pages to find it.

Real World Problem Statement: Legal research is a very time-consumingmanual
process; lawyers have to read lengthy court judgements to identify small portions of the
judgment that are relevant.
Our Goal: Apply sentence labelling to court judgments to partially automate the process of
legal research. The benefits of this would be to improve the efficiency of legal research and
enable the bulk analysis of court judgments.
Challenges: Even professional lawyers with years of training can disagree on which labels
to assign each sentence, as there can be elements of multiple tags with one sentence. In
addition, the highly complex document structure of court judgements can be seen as
multiple sub-documents within the one court decision.

Data – High Court Judgments

Data – Label Set
LABEL DESCRIPTION
FACT Specific facts of that case, e.g. The applicant entered Australia as an unautho-

risedmaritime arrival on 5 September 2011.
REASONING Legal principles considered, e.g. The question that arises is whether the Tribunal

failed to consider that the applicant faced a real probability of irreparable harm.
CONCLUSION Outcome of the case, e.g. The Tribunal committed a jurisdictional error, the ap-

peal should be allowed.

Experiments
Initial Performance

Model Macro Micro
P R F1 F1 Model Class P R F1

RoBERTa .64 .67 .65 .71
XLNet

CONCLUSION .42 .71 .53
BERT .64 .70 .65 .70 FACT .72 .62 .67
XLNet .65 .70 .66 .72 REASONING .81 .77 .79
MajorityClass .20 .33 .25 .59
NBSVM .55 .56 .55 .63

Sentential Context
Model Class P R F1

XLNetunder-sampling

CONCLUSION .58 .80 .67
FACT .85 .83 .84
REASONING .82 .74 .78

XLNetnon-sampling

CONCLUSION .71 .57 .63
FACT .85 .85 .85
REASONING .83 .87 .85


