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Abstract

e Due to many negative impacts of cyberbullying, it is of
crucial importance to detect abusive content published in
social media platforms

e In this work, we use a Twitter dataset on hate speech
against women and immigrants from SemEval 2019
challenge (Task 5) and create ensembles of models to
detect offensive Tweets and to determine the targeted

Dataset

e \We utilize the Twitter dataset (English) made available for SemEval
2019-Task 5 (Detection of Hate Speech Against Women and
Immigrants in Twitter) Challenge [1].

e The dataset contains a set of tweets and their labels; HS - Hate
Speech (0 - No, 1 - Yes), TR - Target Range (0 - generic group, 1 -
individual), AG - Aggressiveness (0 - No, 1 - Yes)

groups
e \We analyze the misclassified Tweets using the open coding e Training dataset contains 10000 tweets while the test dataset
technique contains 3000 tweets.

e \We also evaluate the cross-domain adaptability of the
developed models

Content Analysis of Misclassified Tweets
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