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We compared 3 transformer-based

models (encoders), analyzing the

differences in performances between

domain-specific (medical), source-specific

(social media), and generic pre-trained

models.

• ClinicalBioBERT (CL) (Alsentzer et al.,

2019): trained on PubMed research

articles and clinical notes.

• BERTweet (BT) (Nguyen et al., 2020a):

trained on English tweets.

• RoBERTa-base (RT) (Liu et al., 2019):

trained on Book Corpus and English

Wikipedia.

§ Alsentzer, Emily, et al. “Publicly available clinical BERT embeddings.” ClinicalNLP.
2019.

§ Liu, Yinhan, et al. “Roberta: A robustly optimized bert pretraining
approach.” arXiv. 2019

§ Nguyen, Dat Quoc et al. “BERTweet: A pre-trained language model for English
Tweets.” EMNLP. 2020.

RESULTS AND DISCUSSIONINTRODUCTION AND METHODOLOGY Suggestions:

§ For health-related tasks on social media, it might be better to choose

a source-specific pre-trained model (e.g., BERTweet for social media)

rather than a domain-specific one.

§ For social media text classification tasks, we recommend the use of

RoBERTa-base, BERTweet or models pre-trained in similar fashion;

we do not recommend the use of ClinicalBioBERT, even for health-

related social media tasks.

Findings:

§ Pre-training on relatively small source-specific data (e.g., BERTweet)

may effectively benefit the downstream source-specific tasks.

§ Large amount of pre-training data (e.g., RoBERTa-base) can boost the

generalizability of models.

§ Pre-training on small in-domain data (e.g., ClinicalBioBERT) may not

benefit target tasks within the domain.
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Figure 1: The framework for text classification. Figure 2: The 95% confidence intervals of the 3 models on our datasets.

Table 1: Statistics of data sets and accuracies on the test splits.
L: #classes; S: sources; bold: the best result; underlined: the
statistically significant result compared to the next best model.

• Input: training/test data

• Output:

• Training phase: a probability vector

used to compute a loss.

• Inference phase: the class with the

highest probability.
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