The Influence of Background Data Size on the Performance of a Score-Based Likelihood Ratio System: A Case of Forensic Text Comparison
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The likelihood ratio framework

1991)

* The logically and legally correct framework for analysing forensic evidence in court (Balding, 2005; Evett et al., 1998;
Marquis et al., 2011; Morrison, 2009; Neumann et al., 2007)

- The application of the likelihood ratio framework has been described:
* DNA (Evett and Weir 1998); voice (Morrison et al. 2018, Rose 2002)
« fingerprint (Neumann et al. 2007); handwriting (Chen et al. 2018, Hepler et al. 2012)
* hair (Hoffmann 1991); MDMA tablet (Bolck et al. 2009); evaporated gasoline residue (Vergeer et al. 2014)
« earmarks (Champod et al. 2001) and more

the similarity between the offender and suspect samples

LR = p(x,y|Hsa) _
p(x, y|HDA) the typicality of them in the relevant population

« x = evidence from the crime scene (source-unknown, offender sample)

* vy = evidence from the suspect (source-known, suspect sample)

* H,, = prosecution or same-author hypothesis

* Hp, = defence or different-author hypothesis

« LR > 1 =>same-author hypothesis
LR < 1 => different-author hypothesis
« Atask for the forensic scientist is to estimate the weight of evidence via LR

» Background data is necessary for the relevant population
« Aim: To investigate the robustness and stability of a LR-based forensic text comparison system against the size of the
background data

* The only way of assessing the uncertainty inherited in evidential evaluation (Aitken, 2018; Aitken and Taroni, 2004; Good,

Tokenisation and bag-of-words model

* All characters were changed to lower case
« Punctuation marks were not removed; the punctuation marks were thus considered single-word tokens
* No stemming algorithm was applied

« The 420 most frequent words appearing in the entire dataset were selected as components for the bag-of-words model
« The relative frequencies of the words in the model were then calculated for each document
- The word frequencies of the bag-of-words vector were z-score normalised

Gradient assessment metric

* log-likelihood-ratio cost (C;,) (Brummer & du Preez, 2006)
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* Ns4 and Np, are the number of SA and DA comparisons, and LR; and LR; are the linear LRs derived from the SA and DA
comparisons, respectively

* The lower, the better

*  C;r > 1 means the evidence does not provide any useful info

«  Cypp= CIM™ (discrimination loss) + C5# (calibration loss)

Score-based Likelihood ratios
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« f= probability density function

* x = source-unknown document

« y = source-known document

*  A(x,y) = the measured difference between the documents

* x,y = represented as vectors of relative word frequencies (A = wl.j ,i €{1---N},j € {x, y})
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Experiment 1

* To identify under what conditions the system yields the best outcome

» With different sizes (N) of the bag-of-words vector (N={20,40,60...420})
» Cosine distance
» Parametric models (Weibull, Normal, Log Normal, Gamma) for the score-to-LR conversion models
* Document lengths (750, 1500, 2250 words)

Experiment 1, Result
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Figure 1: C,, values plotted as a function of the number of features,
separately for the word lengths of 750, 1,500 and 2,250. The large circles
indicate the best C,

* Regardless of the word length, the system performed best with N=260

« The overall trend for the C,, trajectory is similar across the word lengths, revealing a relatively large improvement in
performance as the N increased from 20 to 120 and the C;, values started converging towards N=260

« After N=260, the performance remained relatively unchanged, indicating that the inclusion of less-frequent words did not
contribute to the improvement

Experiment 2, Result
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Figure 3: Boxplots displaying the degree of fluctuation in C;, values as a function o
values for each size of the background database
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Figure 4: Boxplots showing the degree of fluctuation in C;,, ™" as a function of the size of th
values for each size of the background database
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Figure 5: Boxplots displaying the degree of fluctuation in C;,< values as a function of the size of
C,,@ values for each size of the background database

« It is evident from Figure 3 (black circles) that the system’s overall performance improves exponent
the performance with N=40 is nearly compatible with its performance with N=720
» As can be observed in Figure 4, being apart from the word length of 750, the system’s discriminabilit
regarding the word length of 2,250, Figure 4c reveals that the C,, ™" values are constant and far less
authors in the background database. That is, in terms of discrimination performance, when many wo
is robust and stable against a small background population size
 In contrast, Figure 5 indicates that the C,, <! values exhibit a highly similar trend to that of the C;, v
variability in the C; < values is observed when the number of authors is small (e.g., N=5~10); howe
authors. This signifies that the C,, <! values also demonstrate a quick recovery with more authors
* The observations drawn from Figures 4 and 5 reveal that the poor performance associated with a
values from Figure 3, is not due to the system’s poor discriminability, but due to poor calibratio

Conclusions

* The experiments’ results revealed that
« The score-based forensic text comparison system is fairly robust and stable in performan
* For example, with 40~60 authors, the performance is both nearly compatible and as

« This is a beneficial finding for forensic text comparison practitioners
« The instability and suboptimal performance observed in terms of C,, with a small numbeg
calibration (i.e., the derived LRs were not calibrated) rather than to the poor discrimi

A portion of the Amazon Product Data Authorship Verification Corpus (Halvani et al., 2017)

* The review texts were equalised to be 4kB in size (approximately 750 words in length)

« 2,160 reviewers who contributed 6 review texts

« Each author (reviewer) has 3 pairs of documents which are different in word length (750, 1500, 2250)

L

{(A)uthor, Azl, As,... Azi60}

Test Background Development

L)
L)
LD

{A1, Ay, J’F,... A7} {A721, A2, ﬁim,... Ai440}

{A 1441, Aaa0, fnm,--- Azis0}

LGrouplﬂ' erupZJ' PGtrouplﬁ FGroupEL' - GTOII]_JI" ”'G«_mupz
750 words 750 words 750 words 750 words 750 words 750 words

A < B F B X B < B >} B f

1500 words 1500 words 1500 words 1500 words 1500 words 1500 words

=

925[1 WD]‘d_E‘y @25[1 wordg 2250 wordg (2250 word_g. 2250 wordg %25[1 words y

Experiment 2

* Probability density models (score-to-LR conversion model) were trained with the background database which consists of

texts written by 720 authors

» Using this model as the basis, the scores of X humber of authors (X = {5,10,20,30,40,60,80...720}) were randomly generated

20 times to build the score-to-LR conversion model
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Figure 2: Illustration of a Monte-Carlo simulation with the base SA and DA
scores, of which the histograms are white and grey, respectively. The red
and blue curves are models of the SA and DA scores, respectively. The thin
lines represent the models of the 20 sets of randomly generated scores from
30 authors
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